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➢ Experiment Results Highlights 

Figure 3. Performance comparison of unlearning methods on WMDP 

using two. Unlearning efficacy is measured by final answer 

unlearning accuracy (FA-UA), reasoning trace unlearning accuracy 

(RT-UA), and their average (Avg-UA) on WMDP. We include RMU 

w/ ZT and RMU w/ RTP as reflection token intervention baselines for 

reasoning unlearning.

• Effectiveness of 𝑹𝟐𝑴𝑼 on WMDP Dataset 

• Effectiveness of 𝑹𝟐𝑴𝑼 on STAR-1 Dataset 

Figure 3. Performance comparison of unlearning methods on STAR-1 

using two LRMs (DeepSeek-R1-Distill-Llama-8B and DeepSeek-R1-

Distill-Qwen-14B). Unlearning efficacy is evaluated by safety rate on 

StrongReject, JBB, WildJailbreak, and their average (Avg-Safety).

➢ Beyond Final Answers: LRM with Explicit 

Reasoning Traces

Table 1. Examples from LLM 

(Qwen2.5-14B) and LRM 

(DeepSeek-R1-Distill-Qwen-

14B) on the WMDP forget set.

The reasoning trace in LRM 

reflects intermediate thinking 

steps and may implicitly reveal 

the final answer.

 

• Potential Challenge: The explicit reasoning traces in 

LRMs pose greater risks of information leakage. 

➢ Can Existing Unlearning Handle LRMs?

• Fails to Obscure Reasoning Traces: Current unlearning 

methods, when evaluated only by final answers, show no 

significant difference between LLMs and LRMs. However, 

examining the reasoning traces reveals clear signs of 

information leakage.

• Reasoning Ability Preservation Undermined: Current 

unlearning methods significantly impair reasoning ability.

Figure 1. Final answer unlearn 

effectiveness, tested by acc on 

the WMDP, for both RMU-

unlearned LLM and LRM.

Table 2. Generation examples from the unlearned 

LLM and LRM on WMDP, highlighting differences 

in final answer unlearning and residual sensitive 

content in reasoning traces.

Figure 2. Reasoning ability 

degradation, measured by 

accuracy of the original and 

RMU/NPO-unlearned LRM 

(DeepSeek-R1-Distill-Qwen-14B) 

on AIME 2024, MATH-500, and 

GPQA Diamond benchmarks.

➢ Emergency of New Evaluation
• Assess severity of sensitive information leakage: 

Evaluate reasoning traces using GPT-o3-mini as a judge 

on the WMDP. We we prompt the judge to classify each 

reasoning trace into one of the following four categories.

(C1) contains irrelevant content, 

or unrelated reasoning (most safe);

(C2) introduces additional factual 

or inferential knowledge relevant 

to the sensitive question or answer;

(C3) correctly eliminates one or 

more incorrect options;

(C4) explicitly or implicitly 

indicates, supports, or analyzes 

the correct answer (most sensitive).

Figure 3. Distribution of reasoning 

traces into unthinking categories (C1–

C4) on the WMDP benchmark after 

applying RMU for LRM (DeepSeek-

R1-Distill-LLaMA-8B) unlearning.   

➢ 𝑹𝟐𝑴𝑼 : Toward Effective Unthinking with 

Reasoning Preservation

• Unthinking via reasoning trace representation 

misdirection: Given a forget sample x, we split it into N 

token-level segments and prepend each with a reasoning 

trigger to generate CoT traces r1, … , r𝑁. We then apply 

RMU-style loss to align each r𝑖’s representation with 

random features. 

• Reasoning ability preservation via CoT supervision:

We introduce an auxiliary dataset 𝐷CoT, where r denotes 

the chain-of-thought explanation paired with each question, 

to preserve reasoning ability in line with RMU’s utility 

preservation strategy. 

• 𝑹𝟐𝑴𝑼: reasoning-aware representation misdirection 

unlearning


	Slide 1

